Inverse impedance boundary problem via the conformal mapping method: the case of small impedances
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ABSTRACT. Haddar and Kress [9] extended the use of the conformal mapping approach [2, 8] to reconstruct the internal boundary curve \( \Gamma_1 \), of a doubly connected domain from the Cauchy data on the external boundary of a harmonic function satisfying a homogeneous impedance boundary condition on \( \Gamma_1 \). However, the analysis of this scheme indicates non convergence of the proposed algorithm for small values of the impedance. In this paper, we modify the algorithm proposed in [9] in order to obtain a convergent and stable inversion process for small impedances. We illustrate the performance of the method through some numerical examples that also include the cases of variable impedances.
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1. Introduction

We are interested in an inverse problem for harmonic functions that arises in the mathematical modeling of electrostatic or thermal imaging methods. As examples of applications we can mention the detection of faults in metal plates via applying electric currents [3, 4], the monitoring of lung patients [7] or also the evaluation of wood quality both via electrical impedance tomography in long cylindrical objects [17]. In these applications, an unknown inclusion within a conducting host medium $D$ with constant conductivity is assessed from overdetermined Cauchy data on the accessible part of the boundary $\Gamma_e$ of the medium. We shall consider the cases where the effect of the inclusion on imposed currents can be modeled by an impedance boundary condition that has to be satisfied on its boundary $\Gamma_i$. This model can be viewed for instance as an approximation of the transmission problem in the asymptotic regimes: inclusion with a very high or a very small conductivity.

In a series of papers, a simple and fast numerical scheme was developed to reconstruct a perfectly conducting inclusion [2, 14] or a nonconducting inclusion [8], governed by a homogeneous Dirichlet or Neumann boundary condition on the boundary $\Gamma_i$ of the inclusion. The approach is based on a conformal mapping $\Psi: B \to D$ that takes an annulus $B$ bounded by two concentric circles onto $D$. In the first step, in terms of the given Cauchy data on $\Gamma_e$, by successive approximations one has to solve a non-local and nonlinear ordinary differential equation for the boundary values $\Psi|_{C_1}$ of this mapping on the exterior boundary circle of $B$. Then in the second step, a Cauchy problem for the holomorphic function $\Psi$ in $B$ has to be solved via a regularized Laurent expansion to obtain the unknown boundary $\Gamma_i = \Psi(C_\rho)$ as the image of the interior boundary circle $C_\rho$.

The application of the conformal mapping method to the inverse impedance problem was first analyzed in [9]. Since the homogeneous impedance condition on $\Gamma_i$ transforms into an impedance condition on $C_\rho$ that contains the trace of the derivative of the conformal map $\Psi$ on $C_\rho$, the method does not completely separate the two steps indicated above. The analysis of the proposed algorithm indicated the convergence for large impedances (i.e. when the impedance boundary condition is close to a Dirichlet boundary condition). However, as expected from known results on the Neumann problem, (and as numerically observed) the algorithm does not converge in the opposite regime, i.e. for small impedances.

This paper is devoted to addressing this issue using similar ideas as in the treatment of the Neumann problem, namely by deriving the nonlinear equation of step 1) associated with the conjugate harmonic function. The impedance condition is transformed into a generalized impedance condition (where second order tangential derivative is involved) and therefore the subsequent analysis requires a special care. The analysis of the algorithm indicates convergence for sufficiently small impedances. This is confirmed numerically even in the case of variable impedances. As we shall point out theoretically, the values of the impedances for which convergence occurs depends on the size of the inclusion. This is also true in the case of [9]. For other work using conformal mapping ideas in the study of inverse problems for the Laplace equation we refer to [1, 5, 6, 12, 11]. Concerning the recovery of obstacles with impedance boundary conditions we also refer to [15, 16] where a Newton like method based on the use of appropriate integral representation of the solution is used. Compared to our method, this technique is indeed more general and allows one to seek both the impedance and the geometry of the obstacle. However, no convergence proof is available for this technique and as opposed to our algorithm, close enough initialization is required to ensure convergence.
The paper is organized as follows. We introduce in Section 2 the inverse impedance problem and recall the general ideas of the conformal mapping method and the reconstruction process proposed in [9]. In section 3, we describe the modified algorithm for small values of the impedance. The convergence of the proposed algorithm is discussed in Section 4. Finally, we conclude in section 5 with some numerical implementations to validate our approach both for a constant and variable impedances.

2. The inverse problem and the conformal mapping method

Let $D$ be a doubly connected bounded domain in $\mathbb{R}^2$ with a smooth boundary $\partial D$ that consists of two disjoint closed Jordan curves $\Gamma_i$ and $\Gamma_e$, that is $\partial D = \Gamma_i \cup \Gamma_e$ with $\Gamma_i \cap \Gamma_e = \emptyset$ such that $\Gamma_i$ is contained in the interior of $\Gamma_e$. By $\nu$ we denote the outward unit normal to $\Gamma_e$. For a given function $f \in H^{1/2}(\Gamma_e)$ and a positive constant $\lambda$ we consider the impedance problem for the Laplace equation

$$\Delta u = 0 \quad \text{in } D,$$

with boundary conditions

$$\frac{\partial u}{\partial \nu} - \lambda u = 0 \quad \text{on } \Gamma_i,$$

and

$$u = f \quad \text{on } \Gamma_e.$$  

Note that the positivity of $\lambda$ ensures existence and uniqueness of a solution $u \in H^1(D)$.

The inverse problem we are interested in, is to determine the shape of the interior boundary curve $\Gamma_i$ from one or many pairs of Cauchy data $(f, g) = (u, \frac{\partial u}{\partial \nu}) |_{\Gamma_e}$, assuming that the impedance is known a priori. We shall use for that purpose the conformal mapping method introduced in [2, 8]. We shall first describe the principle of this method and the setting used in [9] to solve the case of large values of $\lambda$.

Principle of the conformal mapping method : Let $B := \{z \in \mathbb{C} : \rho < |z| < 1\}$ denotes the annulus bounded by the two circles $C_{\rho} := \{z \in \mathbb{C} : |z| = \rho\}$ and $C_1 := \{z \in \mathbb{C} : |z| = 1\}$. Since $D$ is a doubly connected domain, then by using the conformal mapping theorem (see [11]), there exists a uniquely determined radius $\rho$ and a bijective holomorphic function $\Psi : B \to D$ that conformally maps $B$ onto $D$ such that the boundaries $C_{\rho}$ and $C_1$ are mapped onto $\Gamma_i$ and $\Gamma_e$, respectively. Denoting by $L_1$ the length of $\Gamma_e$, and let $\gamma : [0, L_1] \to \Gamma_e$ be a parametrization of $\Gamma_e$ in terms of the arc length. The mapping $\Psi$ is uniquely characterized by prescribing $\Psi(1) = \gamma(0)$.

The inversion algorithm is based on the determination of $\rho$ and $\Psi$. To this end, we introduce the two functions $\chi : [0, 2\pi] \to \mathbb{C}$ and $\varphi : [0, 2\pi] \to [0, L_1]$ defined by

$$\chi(t) := \Psi(\rho e^{it}) \quad \text{and} \quad \varphi(t) := \gamma^{-1}(\Psi(e^{it})).$$

The function $\chi$ is injective and parametrizes the interior boundary curve $\Gamma_i$. The function $\varphi$ is strictly monotonically increasing and bijective, and roughly speaking it describes how $\Psi$ maps arc length on $C_1$ onto arc length on $\Gamma_e$. Obviously, determining the map $\chi$ solves...
the inverse problem. The main idea behind setting up the conformal mapping method is the derivation of a non linear differential equation satisfied by the boundary map \( \phi \). This equation is then solved iteratively to determine \( \phi \) then obtain \( \chi \).

**Iterative operator for large impedances (see [9]):** The derivation of the non linear differential equation used in [9] for large impedances is done as follows. We associate the impedance problem (1)-(3) in \( D \) with an impedance problem posed in the annulus \( B \).

More precisely, if \( u \) solves the impedance problem (1)-(3) then \( v := u \circ \Psi \) is a harmonic function \( \Delta v = 0 \) in \( B \) satisfying the boundary conditions

\[
\frac{\partial v}{\partial r}(\rho e^{it}) - \mu(\rho, \Psi(\rho e^{it})) v(\rho e^{it}) = 0, \quad 0 \leq t \leq 2\pi,
\]

and

\[
v = f \circ \Psi \quad \text{on} \quad C_1,
\]

where

\[
\mu(\rho, \Psi(\rho e^{it})) := \lambda \frac{d}{dt} \Psi(\rho e^{it}) = \lambda |\chi'(t)|, \quad 0 \leq t \leq 2\pi.
\]

Denote by \( A_{\rho,\mu} : H^{1/2}(C_1) \to H^{-1/2}(C_1) \) the Dirichlet-to-Neumann operator for the impedance problem (6)-(8). It maps functions \( f \circ \Psi \in H^{1/2}(C_1) \) onto the normal derivative \( \partial v/\partial \nu \) on \( C_1 \) of the solution of (6)-(8).

Using the Cauchy-Riemann equations, we get the following non-local differential equation

\[
\frac{\partial \phi}{\partial t} = \frac{A_{\rho,\mu}(f \circ \gamma \circ \phi)}{g \circ \gamma \circ \phi},
\]

for the boundary mapping \( \phi \) which has to be complemented by the boundary conditions

\[
\phi(0) = 0 \quad \text{and} \quad \phi(2\pi) = L_1.
\]

In order to rewrite (10)-(11) as a fixed point equation we introduce the affine operator \( V : \)

\[
(V \psi)(t) = \frac{L_1}{2\pi} t + \psi(t), \quad t \in [0, 2\pi].
\]

Then, for a pair of Cauchy data \((f, g)\), after setting

\[
U_{\rho,\mu} \psi := \frac{A_{\rho,\mu}(f \circ \gamma \circ V \psi)}{g \circ \gamma \circ V \psi},
\]

we define an operator \( T_{\rho,\mu} : H^1_0[0, 2\pi] \to H^1_0[0, 2\pi] \) by

\[
(T_{\rho,\mu} \psi)(t) := \int_0^t \left[ (U_{\rho,\mu} \psi)(\tau) - \frac{1}{2\pi} \int_0^{2\pi} (U_{\rho,\mu} \psi)(\theta) d\theta \right] d\tau, \quad t \in [0, 2\pi].
\]

Finally, if \( \phi \in H^1[0, 2\pi] \) is a solution of (10)-(11) then \( \psi = V^{-1} \phi \in H^1_0[0, 2\pi] \) is a fixed point of \( T_{\rho,\mu} \).

The scheme proposed in [9] is mainly based on solving the fix point equation \( T_{\rho,\mu} \psi = \psi \) using successive approximations. However, in order to completely describe the scheme and obtain a convergent one we omitted three steps 1) stabilization of the division by \( g \) in
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(10) by combining the use of two Cauchy data 2) derivation of an equation for the radius 3) regularization of the mapping \( \varphi \to \chi \). One obtains a convergent algorithm for large impedances mainly because, as \( \lambda \to \infty \) the operator \( A_{\rho,\mu} \) “converges” to the DtN operator associated with a homogeneous Dirichlet boundary condition on the interior circle. One can also show that the algorithm is non convergent for sufficiently small impedances since in that case \( A_{\rho,\mu} \) is close to the DtN map associated with a homogeneous Neumann boundary condition on the interior circle. To obtain a convergent scheme in the latter cases, we shall modify the right hand side of (10) using a DtN map associated with the conjugate harmonic. As \( \lambda \to 0 \) this operator has a similar behavior as \( A_{\rho,\mu} \) when \( \lambda \to \infty \).

3. The new scheme for small impedances

If \( u \) is a harmonic function in \( D \) with Cauchy data \((f,g)\) on \( \Gamma_e \) satisfying the impedance condition (3) then from the Cauchy-Riemann equations it follows that a conjugate harmonic \( \tilde{u} \) of \( u \) satisfies

\[
\Delta \tilde{u} = 0 \quad \text{in} \ D \tag{14}
\]

with the “generalized” impedance condition

\[
\frac{\partial \tilde{u}}{\partial \nu} + \frac{1}{\lambda} \frac{\partial^2 \tilde{u}}{\partial s^2} = 0 \quad \text{on} \ \Gamma_i \tag{15}
\]

and the Cauchy data

\[
\frac{\partial \tilde{u}}{\partial s} = g \quad \text{on} \ \Gamma_e, \tag{16}
\]

\[
\frac{\partial \tilde{u}}{\partial \nu} = -\frac{\partial f}{\partial s} \quad \text{on} \ \Gamma_e. \tag{17}
\]

We observe in particular, from integrating (16) over \( \Gamma_e \), that the existence of single valued conjugate harmonic function \( \tilde{u} \) is subjected to the condition

\[
\int_{\Gamma_e} g \, ds = 0. \tag{18}
\]

Let us assume for the moment that this condition is verified and let \( \tilde{u} \) be the (unique) solution to (14)-(16). The \( \tilde{v} := \tilde{u} \circ \Psi \) satisfies

\[
\Delta \tilde{v} = 0 \quad \text{in} \ B \tag{19}
\]

with the following generalized impedance boundary condition on \( C_\rho \)

\[
\frac{\partial \tilde{v}}{\partial r}(\rho e^{i \theta}) + \frac{1}{\rho^2} \frac{\partial}{\partial t} \left( \tilde{\mu}(t) \frac{\partial}{\partial t}(\rho e^{i \theta}) \right) = 0 \quad t \in [0, 2\pi] \tag{20}
\]

and the Dirichlet boundary condition on \( C_1 \)

\[
\tilde{v}(e^{i \theta}) = \tilde{F}(e^{i \theta}) \quad t \in [0, 2\pi], \tag{21}
\]

where we have set:

\[
\tilde{\mu}(t) := \frac{\rho}{\lambda |\chi'(t)|} \quad \text{and} \quad \tilde{F}(e^{i \theta}) := \tilde{f} \circ \varphi(t), \quad t \in [0, 2\pi], \tag{22}
\]
with \( \tilde{f} \) denoting the function defined with respect to the arc length on \( \Gamma_e \) by
\[
\tilde{f}(s) = \int_0^s g \circ \gamma(t) \, dt, \quad s \in [0, L_1]. \tag{23}
\]
Let \( \tilde{A}_{\rho, \bar{\mu}} : H^{1/2}(C_1) \to H^{-1/2}(C_1) \) be the Dirichlet-Neumann operator: \( \tilde{F} \mapsto \partial \tilde{\nu}/\partial \nu|_{C_1} \), associated to the impedance problem (19)-(21). Similarly to above, using the Cauchy-Riemann equations, one get the following non-local differential equation
\[
\frac{\partial \varphi}{\partial t} = \frac{\tilde{A}_{\rho, \bar{\mu}}(\tilde{f} \circ \varphi)}{\tilde{g} \circ \varphi} \tag{24}
\]
for the boundary mapping \( \varphi \), which are complemented by the boundary conditions
\[
\varphi(0) = 0 \quad \text{and} \quad \varphi(2\pi) = L_1. \tag{25}
\]
The function \( \tilde{f} \) is given by (23) whereas \( \tilde{g} \) is defined in terms of the arc length on \( \Gamma_e \) by
\[
\tilde{g}(s) = -(f \circ \gamma(s))', \quad s \in [0, L_1]. \tag{26}
\]

### 3.1. Combination of three Cauchy pairs

In order to get a stable reconstruction algorithm, the function \( \tilde{g} \) should have no zeros. Moreover, the assumption (18) is not satisfied in general for some Dirichlet data \( f \). To remedy to these problems, we use three different pairs of Cauchy data \( (f_i, g_i), 1 \leq i \leq 3 \). We assume that at least one of the three pairs does not satisfy (18), for example the pair number 3. We then build two pairs of Cauchy data \( (\tilde{f}_i, \tilde{g}_i), i = 1, 2 \), verifying (18) by setting:
\[
\tilde{f}_i := f_i - \theta_i f_3 \quad \text{and} \quad \tilde{g}_i := g_i - \theta_i g_3.
\]
where
\[
\theta_i = \left( \int_{\Gamma_e} g_i \, ds \right) / \left( \int_{\Gamma_e} g_3 \, ds \right).
\]
We define \( \tilde{f}_i \) and \( \tilde{g}_i \) as in (23) and (26) where \( f \) and \( g \) are respectively replaced with \( \tilde{f}_i \) and \( \tilde{g}_i \). It is then clear from (24) that
\[
\frac{\partial \varphi}{\partial t} = \frac{\tilde{A}_{\rho, \bar{\mu}}(\tilde{f}_i \circ \varphi)}{\tilde{g}_i \circ \varphi} = \frac{(\tilde{g}_i \circ \varphi) \tilde{A}_{\rho, \bar{\mu}}(\tilde{f}_i \circ \varphi)}{|\tilde{g}_i \circ \varphi|^2} \tag{27}
\]
for \( i = 1, 2 \). To shorten the notation, we introduce the complex-valued functions (which have therefore different meaning from those introduced above)
\[
\tilde{f} = \tilde{f}_1 + i \tilde{f}_2 \quad \text{and} \quad \tilde{g} = \tilde{g}_1 + i \tilde{g}_2
\]
and observe that (27) implies that one also have
\[
\frac{d \varphi}{dt} = \Re \left\{ \frac{(\tilde{g} \circ \varphi) \tilde{A}_{\rho, \bar{\mu}}(\tilde{f} \circ \varphi)}{|\tilde{g} \circ \varphi|^2} \right\}. \tag{28}
\]
In order to write (28) as a fixed point equation, we define the operator \( T_{\rho, \bar{\mu}}^{\text{mod}} : H^1_0[0, 2\pi] \to H^1_0[0, 2\pi] \) by
\[
(T_{\rho, \bar{\mu}}^{\text{mod}} \psi)(t) := \int_0^t \left( U_{\rho, \bar{\mu}}^{\text{mod}} \psi \right)(\tau) - \frac{1}{2\pi} \int_0^{2\pi} (U_{\rho, \bar{\mu}}^{\text{mod}} \psi)(\theta) \, d\theta \, d\tau, \quad t \in [0, 2\pi]. \tag{29}
\]
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where

\[ U_{\rho, \tilde{\mu}}^{\text{mod}} \varphi := \Re \left\{ \tilde{g} V \varphi \tilde{A}_{\rho, \tilde{\mu}} (\tilde{f} V \varphi) \right\} \frac{|\tilde{g} V \varphi|^2}{|\tilde{g} V \varphi|^2}. \]

Here, the operator \( V \) is still given by (12). Obviously, if \( \varphi \in H^1[0, 2\pi] \) is a solution of (28) satisfying (25) then \( \psi = V^{-1} \varphi \in H^1_0[0, 2\pi] \) is a fixed point of \( T_{\rho, \tilde{\mu}}^{\text{mod}} \), that is

\[ \psi = T_{\rho, \tilde{\mu}}^{\text{mod}} (\psi) \tag{30} \]

is satisfied. Note that if \( T_{\rho, \tilde{\mu}}^{\text{mod}} \) is a contraction, then (28)-(25) and (30) are equivalent.

3.2. Equations for \( \rho \)

The fixed point equation (30) has to be coupled with an equation for the unknown radius \( \rho \). We shall adopt a similar procedure as in [9]. Let \( w \) be a harmonic function in \( B \) satisfying the generalized impedance boundary condition (21) on \( C_\rho \), with \( \tilde{\mu} \) as defined by (22). Moreover, we assume that \( w = F_1 \) on \( C_1 \) for a given \( F_1 \in H^{1/2}(C_1) \). Then, we introduce the function \( H_\varphi : (0, 1) \to \mathbb{R} \) given by

\[ H_\varphi (\rho) := \int_{C_1} \tilde{f} \circ \varphi \frac{\partial w}{\partial \nu} \, ds. \tag{31} \]

Applying the Green’s theorem to \( \tilde{v} = \tilde{u} \circ \varphi \) and \( w \) in the annulus \( B \), and since the two functions satisfy the same generalized impedance condition on the interior boundary \( C_\rho \),

\[ \int_{C_1} \tilde{v} \frac{\partial w}{\partial \nu} \, ds = \int_{C_1} \frac{\partial \tilde{v}}{\partial \nu} F_1 \, ds = \int_0^{2\pi} \tilde{g}(\varphi(t)) \varphi'(t) F_1(t) \, dt \]

Therefore, we have

\[ H_\varphi (\rho) = \int_0^{2\pi} \tilde{g}(\varphi(t)) \varphi'(t) F_1(t) \, dt. \tag{32} \]

To compute an approximate solution of (32) via Newton iterations, we need the derivative of \( H_\varphi \). This in turn requires to calculate the derivative \( w' \) of the function \( w \).

\( w' \) is a harmonic function in \( B \) vanishing on \( C_1 \). To derive the boundary condition satisfied by \( w' \) on \( C_\rho \), we indicate the dependence of \( w \) on the radius \( \rho \) by writing \( w_\rho \) and expand,

\[
\frac{\partial w_{\rho+\delta}}{\partial \rho} (\rho + \delta) + \frac{1}{(\rho + \delta)^2} \frac{\partial}{\partial t} \left( \tilde{\mu}_{\rho+\delta} \frac{\partial w_{\rho+\delta}}{\partial t} (\rho + \delta) \right)
\]

\[
= \frac{\partial w_\rho}{\partial \rho} (\rho) + \frac{1}{\rho^2} \frac{\partial}{\partial t} \left( \tilde{\mu}_\rho \frac{\partial w_\rho}{\partial t} (\rho) \right) (\rho)
\]

\[
+ \frac{1}{\rho^2} \left\{ \frac{\partial}{\partial t} \left( \tilde{\mu}_\rho \frac{\partial w_\rho}{\partial t} (\rho) \right) (\rho) + \frac{\partial}{\partial t} \left( \tilde{\mu}_\rho \frac{\partial w_\rho}{\partial t} (\rho) \right) (\rho) + \frac{\partial}{\partial t} \left( \tilde{\mu}_\rho \frac{\partial w_\rho}{\partial t} (\rho) \right) (\rho) \right\} \delta
\]

\[
+ \left\{ \frac{\partial w_\rho}{\partial \rho} (\rho) + \frac{\partial^2 w_\rho}{\partial \rho^2} (\rho) - \frac{2}{\rho^3} \frac{\partial}{\partial t} \left( \tilde{\mu}_\rho \frac{\partial w_\rho}{\partial t} (\rho) \right) (\rho) \right\} \delta + O(\delta^2)
\]
In view of the boundary condition (21) for \( w_{\rho + \delta} \) and \( w_{\rho} \), and after dropping the subscript \( \rho \), we have
\[
\frac{\partial w'}{\partial r} + \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w'}{\partial s} \right) = -\frac{\partial^2 w}{\partial r^2} + \frac{2}{\rho} \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w}{\partial s} \right) - \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w}{\partial s} \right) - \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w}{\partial r} \right) \text{ on } C_\rho.
\]
Therefore, using the Laplace operator in polar coordinates and once again the boundary condition (21) for \( w \), the derivative \( w' \) satisfies on \( C_\rho \)
\[
\frac{\partial w'}{\partial r} + \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w'}{\partial s} \right) = \frac{1}{\rho} \frac{\partial w}{\partial r} + \frac{\partial^2 w}{\partial s^2} + \frac{2}{\rho} \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w}{\partial s} \right) - \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial w}{\partial s} \right) - \frac{\partial}{\partial s} \left( \tilde{\mu} \frac{\partial^2 w}{\partial s^2} \right) \text{ on } C_\rho.
\]
Finally, the derivative of \( H_\Phi \) is
\[
H'_\Phi(\rho) = \int_{C_1} \frac{\partial w'}{\partial \nu} \, ds \quad \text{[34]}
\]
where \( w' \) is a harmonic function in \( B \) which vanishes on \( C_1 \) and satisfies the boundary condition 33 on \( C_\rho \).

### 3.3. Regularization of the mapping \( \varphi \mapsto \chi \)

The nonlinear equations for \( \phi \) and \( \rho \) (which use in particular the impedance \( \tilde{\mu} \)) as well as the reconstruction of \( \Gamma_i \) requires a (stable) determination of \( \chi \) in terms of \( \phi \) and \( \rho \). More precisely, knowing the radius \( \rho \) and \( \Psi(e^{it}) = (\gamma \circ V \psi)(t) \), we need to solve the Cauchy problem for determining the holomorphic function \( \Psi \) from its values on \( C_1 \). Expanding in a Fourier series
\[
(\gamma \circ V \psi)(t) = e^{it} \sum_{k=-\infty}^{\infty} a_k e^{ikt}, \quad t \in [0, 2\pi],
\]
we obtain \( \Psi \) by the Laurent series
\[
\Psi(z) = z \sum_{k=-\infty}^{\infty} a_k z^k. \quad \text{[35]}
\]
The severe ill-posedness of the Cauchy problem inherited from the ill-posedness of our inverse problem is clearly illustrated, since small errors in the Fourier coefficients \( a_k \), \( k < 0 \), will be amplified by the exponentially increasing factors \( \rho^k \). Hence, we incorporate a Tikhonov-type regularization and replace (35) by
\[
\Psi_\alpha(z) = z \sum_{k=0}^{\infty} a_k z^k + z \sum_{k=1}^{\infty} a_{-k} \frac{|z|^{2k}}{\alpha + |z|^{2k}} z^{-k}, \quad 0 < |z| < 1, \quad \text{[36]}
\]
where \( \alpha > 0 \) serves as a regularization parameter. We then get \( \chi \) via \( \chi = \Psi \). For its choice via a discrepancy principle we refer to [8]. To simplify notation, in the sequel by \( L_\alpha \) we denote the map that takes \( \psi \) into \( \Psi_\alpha \) as defined by (36).
3.4. The inversion scheme

Now, we can summarize our inversion process in the following iteration scheme. Given an initialization $\psi_0 = 0$ (see Remark 3.1) for the boundary map and an arbitrary choice for the initial radius by $\rho_0$ (we used $\rho_0 = 0.3$ in the numerical examples), the iteration algorithm is slitted into the following steps

1) Compute the mapping $\Psi_\alpha = L_\alpha \psi_n$ and the corresponding $\chi(t) = \Psi_\alpha(\rho_n e^{it})$.

2) Compute $H_{\Psi_\alpha}$ given by (31) and its derivative, by evaluating $w$ and $w'$ associated with a chosen function $F_1$ on the unit circle.

3) Update the radius using one Newton iteration via
   \[
   \rho_{n+1} = \rho_n - \frac{H_{\Psi_\alpha}(\rho_n) - \int_0^{2\pi} \tilde{g}(V\psi_n(t))(V\psi_n)'(t)F_1(t) \, dt}{H_{\Psi_\alpha}'(\rho_n)}.
   \]

4) Update the impedance function $\tilde{\mu}_{n+1} = \frac{\rho_{n+1}}{\lambda |\chi'(t)|}$.

5) Update the mapping $\varphi_{n+1} = V\psi_{n+1}$ by solving the differential equation associated with the iteration
   \[
   \psi_{n+1} = T_{\rho_{n+1}, \tilde{\mu}_{n+1}}^{\text{mod}}(\psi_n).
   \]

Remark 3.1 A natural initial guess for $\psi$ would be the one that corresponds with $\Psi$ being the conformal mapping that transforms the unit disk onto the domain enclosed by $\Gamma_1$. Since in our experiments we choose the to be the unit disk, this initial guess coincides with $\psi_0 = 0$.

4. Convergence Analysis

In order to check the convergence of our algorithm for small impedances we shall restrict ourselves to the simple case where the geometry is a small perturbation of an annulus. Moreover we shall assume that the exact value for the radius is known (and therefore, in particular $\tilde{\mu} = 1/\lambda$). The analysis is then reduced to evaluating $\|T'(0)\|$ where

\[
\tilde{T}\psi := T_{\rho, 1/\lambda}^{\text{mod}}(\psi).
\]

Following [8], one has

\[
\frac{d}{dt} \tilde{T}'(0)h = \tilde{U}'(0)h - \frac{1}{2\pi} \int_0^{2\pi} \tilde{U}'(0)h \, d\tau.
\]

where

\[
\tilde{U}'(0)h = \text{Re} \left[ \tilde{g} \tilde{A}_{\rho, 1/\lambda}(h \tilde{f}' - h \tilde{g}' \tilde{g}) \right] \frac{1}{|\tilde{g}|^2}.
\]

We shall further restrict the analysis by choosing three pairs of Cauchy data $(f_i, g_i)$, $1 \leq i \leq 3$, associated to

\[
f_1(\gamma(t)) = \cos mt, \quad f_2(\gamma(t)) = \sin mt, \quad f_3(\gamma(t)) = 1,
\]

where $t \in [0, 2\pi]$ and $m \geq 1$. 

For abbreviation, by $c_n$, $s_n$ and $e_n$ we denote the trigonometric functions given by
\[ c_n(t) := \cos nt, \quad s_n(t) := \sin nt \quad \text{and} \quad e_n(t) := e^{int} \]
for $n = 0, \pm 1, \pm 2, \ldots$. Then one easily check that
\[ \tilde{A}_{p,1/\lambda} e_n = \gamma_n e_n \]  
with
\[ \gamma_n = |n| \frac{1 - b_n}{1 + b_n} \quad \text{and} \quad b_n = \frac{\lambda \rho - |n|}{\lambda \rho + |n|} \rho^{2|n|}, \]
while for $n \neq 0$,
\[ A_{p,\lambda} e_n = \tilde{\gamma}_n e_n \]
with
\[ \tilde{\gamma}_n = |n| \frac{1 + b_n}{1 - b_n}. \]
We therefore conclude that
\[ \hat{g}_1(\gamma(t)) = g_1(\gamma(t)) = \tilde{\gamma}_m c_m(t), \quad \text{and} \quad \hat{g}_2(\gamma(t)) = g_2(\gamma(t)) = \tilde{\gamma}_m s_m(t). \]
Consequently,
\[ \tilde{f}_1(t) = \frac{1}{m} \tilde{\gamma}_m s_m(t), \quad \text{and} \quad \tilde{f}_2(t) = -\frac{1}{m} \tilde{\gamma}_m c_m(t). \]
and
\[ \hat{g}_1(t) = m s_m(t), \quad \text{and} \quad \hat{g}_2(t) = -m c_m(t). \]
After simple manipulations, and using $\tilde{\gamma}_m/m^2 = 1/\gamma_m$, the expression of $U'(0)$ simplifies into
\[ \hat{U}'(0)h = \frac{m}{\gamma_m} \Im \left( c_m A_{p,1/\lambda}(h c_m) \right). \]
We are now in a situation similar to the convergence proof in [8, Theorem 3.1]. We conclude that
\[ \hat{U}'(0)s_n = \frac{m}{2\gamma_m} \left[ \gamma_{n+m} - \gamma_{n-m} \right] e_n \]
and consequently, by integration,
\[ \hat{T}'(0)s_n = \frac{m}{2\gamma_m} \left[ \gamma_{n+m} - \gamma_{n-m} \right] s_n \]
for $n \in \mathbb{N}$. Analogously, $U'(0)(e_n - 1) = -\frac{m}{2\gamma_m} \left[ \gamma_{n+m} - \gamma_{n-m} \right] s_n$ and
\[ \hat{T}'(0)(e_n - 1) = \frac{m}{2\gamma_m} \left[ \gamma_{n+m} - \gamma_{n-m} \right] (e_n - 1) \]
for $n \in \mathbb{N}$. We therefore deduce that the eigenvalues of the compact and self-adjoint operator $\hat{T}'(0)$ are
\[ \beta_n(\lambda, \rho) = \frac{m \left[ \gamma_{n+m} - \gamma_{n-m} \right]}{2n\gamma_m} \]  
[43]
For $n > 0$ and $\rho < 1$, we notice that as $\lambda \to 0$

$$\beta_n(\lambda, \rho) \to \beta_n(0, \rho)$$

[44]

where $\beta_n(0, \rho)$ are the eigenvalues of the iterative operator in the case of an inclusion with a homogeneous Dirichlet boundary condition. Using the result of [8, Theorem 3.1] we conclude that $\sup_n |\beta_n(0, \rho)| < 1$ and,

$$\lim_{\lambda \to 0} \|\tilde{T}'(0)\| < 1.$$

[45]

We therefore can state the following theorem:

**Theorem 4.1** Assume that $\mathcal{D} = B$ and that the pairs of data correspond to (40). Then the sequence $(\psi_n)$ defined by the successive approximations $\psi_{n+1} = \tilde{T}\psi_n$ where $\tilde{T}$ is defined by (37) converges to 0, provided that $\lambda$ is sufficiently small.

In practice it is desirable to a quantification of the value of $\lambda$ for which convergence occur. This question was not studied in [9]. We shall indicate in the following that the values of $\lambda$ for which convergence holds depends on $\rho$. This means in particular that the convergence in (44) is not uniform with respect to $\rho$ for all $n$. To see this it is sufficient to consider the case of

$$\beta_m(\lambda, \rho) = \frac{\gamma_{2m}}{(2\gamma_m)} = \frac{(1 - b_{2m})(1 + b_m)}{(1 - b_m)(1 + b_{2m})}.$$  

For $\lambda > 0$, we easily see that

$$\lim_{\rho \to 1} \beta_m(\lambda, \rho) \to \beta_m(\lambda, 1) = 2.$$  

This implies for instance that for any value of $0 < \lambda < m$ there exists a radius $\rho$ close to 1 such that $\|\tilde{T}'(0)\| > 1$ and therefore the algorithm is not converging for that radius.

We conclude this section by indicating that the "non convergence region" for small values of $\lambda$ is confined in a neighborhood of $\rho = 1$ whose width exponentially goes to 0 as $\lambda \to 0$. Computing the derivative of $\gamma_n$ with respect to $n$ indicates that $n \to \gamma_n$ is decreasing for

$$n^2 \geq n_0^2 := (\lambda\rho)^2 - (\lambda\rho) / \ln(\rho)$$

[46]

Therefore, following the similar procedure as in the proof of [8, Theorem 3.1], one can prove:

**Theorem 4.2** Let $\beta_n(\lambda, \rho)$ be defined by (43) for $\lambda > 0$ and $0 < \rho < 1$ and let $n_0$ be defined by (46). Then

$$0 < \beta_n(\lambda, \rho) < 1$$

for all $\{m \geq 1 \text{ and } |n - m| \geq n_0\}$ or $\{n = m \text{ and } n + m \geq n_0\}$.  

In particular we see that if $n_0 \leq 1$ then,

$$0 < \beta_n(\lambda, \rho) < 1$$

for all $n \geq 1$.

For sufficiently small $\lambda$, $n_0 \leq 1$ for all $0 < \rho \leq \rho_0(\lambda)$ where $\rho_0$ satisfies

$$\rho_0 = \exp( - (\lambda\rho_0) / (1 - (\lambda\rho_0)^2)).$$
One observes that $\rho_0 \to 1$ as $\lambda \to 0$ exponentially fast.

We also remark that the order $n_0$ can be used to quantify the term “small impedance” for a given value of the radius $\rho$; these small values should correspond with $n_0 \leq 1$. For example for $\rho = 0.3$, $n_0$ is smaller than 1 if the value of the impedance is smaller than 2.25.

We finally notice that this non uniform behavior with respect to $\rho$ is not restricted to the case of small impedances. We expect that similar results hold in the case of high impedances.

5. Numerical Results

In this section, we provide some numerical examples to illustrate the convergence of our algorithm. In these examples, we consider the case $m = 1$ (for the data (40)), the unit circle as the exterior boundary and different parametrization of the interior boundary. The simulation of the data and the evaluation of the DtN map in the iteration procedure is done after reformulating the boundary value problem into an integral equation on the boundary of the domain. The corresponding integral equation is discretized using a Nyström method [13]. For the case of a generalized impedance boundary condition (which is needed to evaluate $T$), the second order tangential derivative is discretized using a standard finite difference method.

![Figure 1. Exact (red) and reconstructed (green) geometries after 2 iterations (left) and 6 iterations (right). $\lambda = 0.01$ and the Cauchy data to $f_1 = \sin t$, $f_2 = \cos t$ and $f_3 = 1$. No added random noise.](image)
Inverse impedance boundary problem

Figure 2. Exact (red) and reconstructed (green) geometries after 10 iterations (left) and 15 iterations (right). \( \lambda = 0.01 \) and the Cauchy data to \( f_1 = \sin t \), \( f_2 = \cos t \) and \( f_3 = 1 \). No added random noise.

Figure 1 and Figure 2 respectively correspond to the two following parameterizations of the interior boundary \( \Gamma_i \):

\[
\begin{align*}
  x_1(t) &= -0.2 + 0.4 \cos t, \quad x_2(t) = 0.4 \sin t + 0.2 \sin t, \quad t \in [0, 2\pi], \quad \text{and} \\
  x_1(t) &= 0.4 \cos t + 0.2 \cos 2t, \quad x_2(t) = 0.8 \sin t + 0.2 \sin 2t, \quad t \in [0, 2\pi].
\end{align*}
\]

As shown in Figure 1 and Figure 2, we find for \( \lambda = 0.01 \) and after only 2 iterations a geometry close to the exact one.

Figure 3. Exact (red) and reconstructed (green) geometries after 10 iterations for \( \lambda = 0.1 \) and three Cauchy data corresponding to \( f_1 = \sin t \), \( f_2 = \cos t \) and \( f_3 = 1 \). Reconstruction done for different levels of added relative random noise: 1% (left), 10% (right).
Figure 4. Exact (red) and reconstructed (green) geometries after 10 iterations for $\lambda = 0.001$ and three Cauchy data corresponding to $f_1 = \sin t$, $f_2 = \cos t$ and $f_3 = 1$. Reconstruction done for different levels of added relative random noise: 1% (left), 10% (right).

As shown in Figure 3 and Figure 4, even with the presence of noise, we find a good reconstruction of the interior geometry.

The case of variable impedances In previous examples we considered the case of an inclusion with constant impedances. In some cases, this impedance would model the roughness of the inclusion boundary which implies that the impedance may be variable. Even though not supported by the convergence analysis, we shall numerically test our algorithm in the case of variable impedances. The only needed modification in our algorithm is to change the expression of the impedance $\tilde{\mu}$ into

$$\tilde{\mu}(t) = \frac{1}{\lambda(\text{arg}(\chi(t)))} \frac{\rho}{|\chi'(t)|}$$

where arg denotes the argument of the complex number associated with a given vector.

We have tested the algorithm in the case $\lambda(t) = 0.001(sin(t) - 1.001)$ for different geometries and obtain convergent and stable reconstructions as attested by Figures 5 and 6.

Figure 5. Exact (red) and reconstructed (green) geometries after 9 iterations (left) and 15 iterations (right) for $\lambda = 0.001(sin(t) - 1.001)$ and three Cauchy data $f_1(e^{it}) = \cos t$, $f_2(e^{it}) = \sin t$ and $f_3(e^{it}) = 1$. 
Conclusion

We have studied the problem of determining the shape of a simply connected obstacle inside a simply connected domain, from the knowledge of Cauchy data associated with an electric potential, using the conformal mapping method. The potential satisfies the Laplace equation with an impedance boundary condition on the boundary of the obstacle. Our investigations focus on the case of small impedances as being an extension of the work proposed in [9]. We explained how a modification of the algorithm in [9] using conjugate harmonic functions provides a convergent iterative scheme. The convergence proof of the proposed algorithm is done in the simple case where the domain is a small perturbation of an annulus. Extending our approach to general geometries would be desirable, but is not obvious, since it is based on evaluating the spectral radius of the derivative of the iterative operator. The expression of this operator is very complex and hardly exploitable in the general case. We also pointed out, in the convergence analysis, that for a given value of $\lambda$, the algorithm is not convergent for all possible values of the radius $\rho$. We gave a precise quantification of this behavior for the case of an annulus. These theoretical considerations have been validated by means of some numerical tests. Those tests have been conducted for different configurations (that are not small perturbations of an annulus) and small impedance values, demonstrating the efficiency of the proposed algorithm. A perspective of the present work would the extension of this approach to the case of inclusions with small conductivities, which would be complementary to the work initiated in [10].
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